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\textbf{ABSTRACT}

Attenuation due to liquid water is one of the largest uncertainties in radar observations. The effects of attenuation are generally inversely proportional to the wavelength, i.e. observations from X-band radars are more affected by attenuation than those from C- or S-band systems. On the other hand, X-band radars can measure precipitation fields in higher temporal and spatial resolution and are more mobile and easier to install due to smaller antennas.

A first algorithm for attenuation correction in single-polarized systems was proposed by Hitschfeld and Bordan (1954) (\textit{HB}), but it gets unstable in case of small errors (e.g. in the radar calibration) and strong attenuation. Therefore, methods have been developed that restrict attenuation correction to keep the algorithm stable, using e.g. surface echoes (for space-borne radars) and mountain returns (for ground radars) as a final value (\textit{FV}), or adjustment of the radar constant (\textit{C}) or the coefficient $\alpha$. In the absence of mountain returns, measurements from C- or S-band radars can be used to constrain the correction. All these methods are based on the statistical relation between reflectivity and specific attenuation. Another way to correct for attenuation in X-band radar observations is to use additional information from less attenuated radar systems, e.g. the ratio between X-band and C- or S-band radar measurements. Lengfeld et al. (2016) proposed such a method based on isotonic regression of the ratio between X- and C-band radar observations along the radar beam.

This study presents a comparison of the original \textit{HB} algorithm and three algorithms based on the statistical relation between reflectivity and specific attenuation as well as two methods implementing additional information of C-band radar measurements. Their performance in two precipitation events (one mainly convective and the other one stratiform) shows that a restriction of the \textit{HB} is necessary to avoid instabilities. A comparison with vertically pointing micro rain radars (MRR) reveals good performance of two of the methods based in the statistical k-Z-relation: FV and $\alpha$. The \textit{C} algorithm seems to be more sensitive to differences in calibration of the two systems and requires additional information from C- or S-band radars.

Furthermore, a study of five months of radar observations examines the long-term performance of each algorithm. From this study conclusions can be drawn that using additional information from less attenuated radar systems lead to best results. The two algorithms that use this additional information eliminate the bias caused by attenuation and preserve the agreement with MRR observations.

\section{Introduction}

Heavy and long-lasting precipitation is one of the largest natural hazards in Europe causing serious damage, especially in urban areas. In order to prevent damage and manage the risk of heavy precipitation, understanding and forecasting these events is crucial and requires detailed information on the high variability of precipitation in space and time. National and regional radar networks for rainfall observation typically consist of radar systems that operate in the C- or S-band frequency range. These systems are designed to provide spatial information on precipitation for large areas with temporal resolution in the order of 5 min and spatial resolution in the order of a few 100 m. However, Ochoa-Rodriguez et al. (2015) studied the influence of temporal and spatial resolution on rainfall runoff simulations and advised a minimum of 5 min and $\sim 0.1$ km for hydrological applications in urban areas with drainage areas smaller than 1 ha. Rafieinasab et al. (2015) also emphasize the importance of temporally high-resolution precipitation for flash flood forecasting in urban areas.
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A promising addition to national radar networks are systems that operate at shorter wavelength, because the resolution depends, among other factors, on antenna size and wavelength. Furthermore, these systems are more mobile, easier to install and cost effective due to the smaller antenna size. Lengfeld et al. (2014) and Trabal et al. (2013) suggest that observations at X-band frequency meet present and future demands of resolution. A number of studies have shown that these high-resolution X-band weather radars can fill gaps in nationwide networks or be used for further investigating areas of special interest, e.g. mountainous regions (Beck and Bousquet, 2013; Figuras i Ventura, J., Tabary P., 2013; Shakti et al., 2013), urban areas (Berenguer et al., 2012; Chen and Chandrasekar, 2012; del de Beek, C. Z. et al., 2013), airports (Turso et al., 2009) and regions prone to floods (Matrosov et al., 2013).

A disadvantage of X-band radar systems is significant attenuation by liquid water (Atlas and Ulbrich, 1977; Gunn and East, 1954). The magnitude of attenuation is generally inversely proportional to the wavelength, i.e. observations from X-band radars are more affected by attenuation than those from C- and S-band systems. As proposed in many studies, measurements obtained from dual-polarization, e.g. differential phase, can be used to estimate attenuation (Bringi et al., 1990; Feng et al., 2016; Ryzhkov and Zrnic, 1995) but dual-polarized systems are currently much more expensive than single-polarized radars.

Hitschfeld and Bordan (1954) proposed the first algorithm for attenuation correction in single-polarized systems based on the statistical relation between measured reflectivity and specific attenuation. The downside of this method is its instability, especially for shorter wavelengths, in case of strong precipitation and, therefore, strong attenuation or errors in reflectivity measurements. To overcome this drawback for single-polarized X-band radars, fixed targets are used to constrain the Hitschfeld and Bordan algorithm. Meneghini et al. (1983) introduced a method including ground clutter returns for vertically pointing space-borne X-band radars, Delrieu et al. (1997) made use of mountain returns for scanning X-band radars. Iguchi and Meneghini (1994) investigated several single-frequency attenuation correction methods for airborne radars and proposed a hybrid method that combines the Hitschfeld and Bordan method, that performs well at low attenuations, with a surface reference method. In the absence of surface or mountain returns, data from less attenuated observations of the national C- or S-band radar network can be taken to restrict the attenuation correction (Berenguer et al., 2012). Similarly, Lengfeld et al. (2016) suggested an algorithm that is independent of the statistical relation between reflectivity and attenuation. They used the ratio between X- and C-band radar measurements not only at the end of each X-band radar beam but in the whole area covered by the X-band radar and calculated an attenuation correction factor for each bin along the beam using isotonic regression.

This paper presents a comparison of the original HB attenuation correction algorithm, four algorithms based on the k-Z relation as proposed by Iguchi and Meneghini (1994) as well as the method by Lengfeld et al. (2016) using the ratio between X- and C-band radar measurements. It is structured as follows: An overview of the attenuation correction algorithms is given in Section 2. The X- and C-band radar systems are described in Section 3 as well as the investigated precipitation events. Section 4 contains results for two different case studies, a convective and a stratiform event. Furthermore, a study of 5 months of radar observations examines the longterm performance of each method. Conclusions are drawn in Section 5.

2. Attenuation correction algorithms

In this study, three different approaches for attenuation correction are applied to observations of a single-polarized non-Doppler X-band radar system. The first is the original attenuation correction algorithm proposed by Hitschfeld and Bordan (1954) (HB hereafter). It is based only on reflectivity measurements obtained by the X-band radar system. The other two approaches make use of the assumption that C-band radars are less affected by path attenuation due to precipitation than X-band radars because of their larger wavelength: (i) an approach based on backward attenuation correction as proposed by Iguchi and Meneghini (1994), and (ii) an approach that directly uses the difference between X- and C-band reflectivities as proposed by Lengfeld et al. (2016). An overview of the algorithms investigated is given in Table 1.

In the following, we use the same notation as Iguchi and Meneghini (1994). The backscattered power from a range $r$ [km] can be described as a function of the measured reflectivity factor $Z_m$ [mm$^6$m$^{-3}$] along the path:

$$P(r) = \frac{CZ_m(r)}{r^2}.$$  \hspace{1cm} (1)

$C$ is the radar constant and $Z_m(r)$ is related to the non-attenuated reflectivity factor $Z(r)$ through the two-way attenuation factor $A(r)$:

$$Z_m(r) = Z(r)A(r)$$  \hspace{1cm} (2)

with

$$A(r) = \exp\left[-0.2\text{ln}(10)\int_0^r k(s)ds\right].$$  \hspace{1cm} (3)

Assuming that the specific attenuation $k(r)$ in dB km$^{-1}$ is related to $Z(r)$ through a power law, $k = aZ^\beta$, with wavelength dependent constants $a$ and $\beta$, Iguchi and Meneghini (1994) derived a general solution for Eq. (2):

$$Z(r) = Z_m(r)[C_1 - qS(r)]^{-1/\beta}$$  \hspace{1cm} (4)

with a constant $C_1$, $q = 0.2\beta\text{ln}(10)$ and

$$S(r) = \int_0^r aZ_m^\beta(s)ds,$$  \hspace{1cm} (5)

with $a$ and $\beta$ for X-band radars according to Delrieu et al. (1997).

In the solution proposed by Hitschfeld and Bordan (1954), $C_1 = 1$ due to the initial condition that $Z(r) = Z_m(r)$ at the radar, where $r = 0$.

$$Z_{HB}(r) = Z_m(r)[1 - qS(r)]^{-1/\beta}.$$  \hspace{1cm} (6)

A well-known problem of the HB algorithm is its instability with errors in $Z_m$ in case of high reflectivities and, therefore, strong attenuation. A detailed study of the sensitivity and errors in attenuation correction for X-band radar measurements can be found in Berne and Uijlenhoet (2006). To overcome this disadvantage Iguchi and Meneghini (1994) proposed an extension of the HB method for space-borne radars by taking into account total attenuation at the maximum range of the radar, i.e. at the surface ($r_s$):

$$C_1 = \frac{Z_m(r_s)}{Z(r_s)} \beta + qS(r_s).$$  \hspace{1cm} (7)

However, the final value (FV) algorithm in this form only works for space-borne radars because it makes use of the surface echo. For the

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Use of C-band data</th>
</tr>
</thead>
<tbody>
<tr>
<td>HB</td>
<td>Original algorithm as proposed by Hitschfeld and Bordan (1954)</td>
<td>No</td>
</tr>
<tr>
<td>FV</td>
<td>Uses total attenuation at the maximum range as restriction</td>
<td>Last range bin</td>
</tr>
<tr>
<td>$a$</td>
<td>Based on the adjustment of $a$</td>
<td>Last range bin</td>
</tr>
<tr>
<td>$C$</td>
<td>Based on the adjustment of the radar constant</td>
<td>Last range bin</td>
</tr>
<tr>
<td>$C_{\text{max}}$</td>
<td>Based on the adjustment of the radar constant</td>
<td>First and last range bin</td>
</tr>
<tr>
<td>ISO</td>
<td>Isotonic regression of reflectivity ratio between C- and X-band radar along each beam</td>
<td>All range bins</td>
</tr>
</tbody>
</table>

Table 1 Overview of the investigated attenuation correction algorithms.
ground-based scanning X-band radar used in this study the estimate of total attenuation in the maximum range bin filled with rain \( r_{\text{max}} \) is obtained by comparison with a less attenuated C-band radar that overlaps with the X-band radar leading to the following estimation of \( Z \):

\[
Z_{\text{FV}}(r) = Z_{\text{C}}(r)A(r_{\text{max}})^{\alpha} + q[S(r_{\text{max}}) - S(r)]^{-1/\beta},
\]

with

\[
A(r_{\text{max}}) = \frac{Z_{\text{C}}(r_{\text{max}})}{Z_{\text{Cband}}(r_{\text{max}})},
\]

and \( Z_{\text{Cband}} \) is the reflectivity measured by the C-band radar.

Iguchi and Meneghini (1994) also suggested two other solutions that adjust the coefficient \( \alpha \) and the radar constant \( C \), called the \( \alpha \)- and the \( C \)-method hereafter:

\[
Z_{\alpha}(r) = Z_{\text{C}}(r)[1 - \epsilon qS(r)]^{-1/\beta},
\]

\[
Z_{C}(r) = Z_{\text{C}}(r)\epsilon^{1/\beta}[1 - \epsilon qS(r)]^{-1/\beta},
\]

where

\[
\epsilon = \frac{1 - A(r_{\text{max}})^{\alpha}}{qS(r_{\text{max}})}.
\]

A detailed description and analysis of the \( FV, \alpha \) and \( C \) methods can be found in Iguchi and Meneghini (1994).
C- and X-band radar systems usually measure reflectivity with different scanning strategies, spatial and temporal resolution. Therefore, when C-band observations are used for X-band attenuation correction they need to be spatially and temporally refined to the grid of the X-band radar and inter- or extrapolated in time (depending on whether it is for postprocessing or real-time applications) to match the X-band radar observations. In addition to different spatial and temporal resolution, both radar systems measure in different heights. However, in the overlapping area the height of the radar beam is lower than 1 km for both systems. The main source of error when comparing reflectivity measurements of different heights is the influence of the bright band. In this study, we use data from May to September, when the bright band is most likely located in heights greater than 1 km. Therefore, we neglect differences in altitude between C- and X-band radar measurements in this study.

Another issue with using two different radar systems for attenuation correction is that the methods become affected by differences in the calibration of the two radar systems. To avoid including C-band calibration errors to the correction, a modified version is tested for the C method that uses ratios of \( A \) at the first (\( r_0 \)) and the last (\( r_{\text{max}} \)) rainy range bin along the radar beam from Eq. (9):

\[
A_{\text{mod}} = \frac{A(r_{\text{max}})}{A(r_0)}
\]  

(13)

Here, \( r_0 \) is the first range bin of each radar beam in radial direction with reflectivities in X- and C-band larger than 10 dBZ and \( r_{\text{max}} \) the last range bin with only C-band larger than 10 dBZ, because X-band measurements are attenuated by precipitation.

All algorithms described above are based on the statistical relation between true reflectivity \( Z \) and specific attenuation \( k \) with coefficients \( \alpha \) and \( \beta \) that depend on the radar wavelength. Furthermore, path integration of \( k \) and, therefore \( Z \), presupposes continuous reflectivity measurements along each radar beam. Data gaps, caused by filtering of non-meteorological echoes have been interpolated.

As mentioned above Lengfeld et al. (2016) suggested another method based only on the ratio of reflectivity observations of X- and C-band radars. The path-integrated attenuation \( PIA \) at a range bin \( r \) is

\[
PIA(r) = 10 \log \left[ \frac{Z_{\text{Cband}}}{Z_{\text{Xband}}} \right]
\]

(14)

For this method the logarithmic ratio of reflectivities from C-band radar, \( Z_{\text{Cband}} \), and X-band radar, \( Z_{\text{Xband}} \), is used to estimate the path integrated attenuation (dB), called \( K \) hereafter.
In theory, $K(r)$ should increase (or stay constant in case of no rain) with range because reflectivity measurements of the C-band radar are less affected by attenuation than those of the X-band radar. In reality, however, $K(r)$ is not always a monotonically increasing function due to temporal and spatial mismatch of the scan geometry, Mie effects and erroneous measurements in both radar systems, caused e.g. by external emitters or obstacles. To ensure continuous monotone, increasing functions of $K$, a simple unweighted linear isotonic regression (Barlow and Brunk, 1972), the so-called pool adjacent violaters algorithm (PAVA) is applied to $K$ along each radar beam, based on the following concept:

$$K_{IR}(r) = \max[K(r), K_{IR}(r-1)] \quad \text{with} \quad i = 2, \ldots, n,$$

with $n$ being the number of range bins along the radar beam, and $K_{IR}$ the isotonic regression for calculated values $K(1), \ldots, K(n)$. The monotonically increasing function $K_{IR}$ can then be added to the measured reflectivity of the X-band radar in logarithmic units:

$$Z_{ISO}(r) = 10^{0.1[0.1\log_{10}[Z_{IR}(r)+K_{IR}(r)]]} = Z_{IR}(r)10^{0.1K_{IR}(r)}.$$  

The performance of the ISO method for attenuation correction will be compared to the original HB algorithm, methods $FV$, $\alpha$ and $C$ based on the k-Z-relation, as well as the last algorithm using $A_{\text{mod}}$ from Eq. (13) instead of $A_{\text{max}}$ (referred to as $C_{\text{max}}$ hereafter).

3. Radar systems and data set

The X-band radar used in this study is part of a network of five local area weather radars (LAWRs) set up north of Hamburg, Germany, and in the city centre (Fig. 1), within the project Precipitation and Attenuation Estimates from a High-Resolution Weather Radar Network (PATTERN). The LAWRs have a maximum range of 20 km and perform horizontal scans with a temporal resolution of 30 s, range resolution of 60 m and 1° angular sampling resolution. Their technical specifications are given in Table 2. Calibration was performed for a 3 month period using vertically pointing micro rain radars (MRRs) (Peters et al., 2005)
4.1. Convective event: 15 May 2013 from 13 to 22 UTC

A radar scan from 1830 UTC is chosen as an example for this convective event (Fig. 2). The eastern half of the radar area is almost completely covered with precipitation. Reflectivities of up to 50 dBZ are observed by the C-band radar in Fig. 2a. The largest and strongest precipitation cell is located north of the radar marked by orange circles in Fig. 2. The X-band radar reflectivities (Fig. 2b) far away from the radar show much lower values because of path attenuation due to liquid water. The difference of C- and X-band radar data in Fig. 3a indicates underestimation of more than 10 dB in this area by the X-band radar. The same can be seen for areas of high reflectivities at the outer eastern part of the radar, encircled in red. On the other hand, the reflectivity field observed by the X-band radar shows much more detail and structure than the one observed by the C-band radar, because of its higher radial resolution.

The results of the attenuation correction algorithms introduced in Section 2 are presented in Fig. 2c–h and differences between corrected and measured X-band reflectivity are shown in Fig. 3c–h. Reflectivities along the radar beam of 15° azimuth in Fig. 4 emphasize the differences between the applied algorithms.

First the classic HB algorithm (Eq. (2)) is applied to the X-band radar observations. Qualitatively, the corrected reflectivity in Fig. 2c shows some improvement, especially in the northern part, but the HB algorithm underestimates the C-band reflectivity and is not able to reproduce, e.g., the areas of strong reflectivity within the red circle. In Fig. 4, comparison of measured (black line) and HB-corrected (green line) reflectivities along the 15° azimuth indicates that in the proximity of the radar no attenuation correction is done. At about 6 km distance from the radar, reflectivity observations reach a maximum of 50 dBZ, and from here onward the HB algorithm results in the highest reflectivities up to 12 km distance from the radar. Overall, the HB algorithm provides the largest corrections of all methods based on the k-Z relation, resulting in a maximum PIA of 4 dB at 20 km distance. The difference between corrected and measured reflectivity scan in Fig. 3c indicates attenuation estimates up to 6 dB in the orange encircled area, but hardly any correction within the red circle. Here, the areas of high reflectivity are too small to produce large enough attenuation factors for adequate correction, but on the other hand do not cause any instabilities in this case either.

The FV, C, C_max and α methods (Fig. 2d–g) are more conservative in this case than the HB algorithm because they restrict the maximum possible attenuation, so that their attenuation factor is either equal to or smaller than for HB. Therefore, the reflectivity values are lower than for the HB algorithm. Differences between corrected and measured reflectivity for the FV and α method in Fig. 3d and g are very similar and do not exceed 3.5 dB. The corrected reflectivity values obtained with the C method are even smaller than those of HB with differences of only up to 2.5 dB. This means that ϵ from Eq. (12) is lower than 1. In case of no errors in radar calibration or in the estimate of PIA, ϵ = 1. Using the ratio of X- and C-band reflectivities at the first and last rainy range bin in the C_max method increases the underestimation even more, in this case with differences less than 1 dB. Fig. 4 underlines the similarity of FV (yellow line) and α (red dotted line). Reflectivities of the C method (dotted dark blue line) are less than FV and α and corrections using C_max (light blue line) are smallest along the radar beam. All the methods based on the k-Z relation underestimate the attenuation in this case.

Using the ratio of X- and C-band radars along the whole radar beam in the ISO algorithm leads to higher attenuation correction factors and, therefore, higher reflectivity values, especially in the northern area encircled in orange in Fig. 2h. Differences in Fig. 3h reach a maximum of 10 dB in this region. The higher resolved structure compared to the C-band radar is maintained because of the simple additive correction coefficients, but as the other methods, the ISO algorithm cannot reproduce the high reflectivity values in the red circle due to the regression performed. In Fig. 4 ISO (pink line) is the only algorithm that

Fig. 4. Reflectivity along the radar beam at 15° azimuth for 15 May 2013 1830 UTC. Different colors and line styles denote different attenuation correction methods: black line for uncorrected X-band radar observations, green line for HB method, yellow line for FV method, dotted red line for α method, dotted dark blue line for C method, light blue line for C_max method and pink for ISO method. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
raises the reflectivity values in the first 6 km. This is mainly caused by calibration differences between the two systems and to a smaller extent by Mie-effects or the temporal and spatial mismatch of both datasets, because the C-band radar data has been interpolated to match the X-band radar grid. From 12 km onward, ISO results in much higher reflectivities than all other methods because it depends only on observed C-band radar measurements. These higher values cannot be reproduced by the methods based on the k-Z-relation. However, Fig. 4 shows only the comparison of the different attenuation correction algorithms for a single azimuth angle at one time.

Fig. 5. Cumulative probability of path integrated attenuation (PIA) for 15 May 2013 1300–2200 UTC for (a) HB, (b) FV, (c) C, (d) C_{max}, (e) α and (f) ISO method. Different colors and line styles denote different distances from the radar: green line for 5 km, dashed yellow line for 10 km method, red line for 15 km and blue line for 20 km. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
step. For more general conclusions the cumulative probability of the PIA is investigated over all azimuth angles and the whole 9 h of the convective case of 15 May 2013. In Fig. 5 the cumulative probability of PIA at four different distances from the radar (5, 10, 15 and 20 km) is shown for all six algorithms. Maximum PIA for this event is 10 dB. This is in accordance with Delrieu et al. (2000) who found maximum ranges between 16 and 20 km for PIA values up to 10 dB. Results for HB, FV and $\alpha$ in Fig. 5a, b and e are very similar. In around 40%, PIA is around 0 dB, meaning there is no or hardly any correction for attenuation. This indicates light rain between the convective cells. Attenuation correction is rather small with 0.001 dB < PIA < 0.1 dB in 15% and moderate with 0.1 dB < PIA < 0.5 dB in 30% of the cases, corresponding to the convective cells. Only 5% of all PIA values are larger than 1 dB.

In case of homogeneous distribution of rainfall over the radar covered area, one would expect higher percentage of low PIA values closer to the radar than at larger distances. That means that the curves should be sorted from left to right in the following order: 5 km (green), 10 km (yellow), 15 km (red), 20 km (blue). As expected PIA is smallest at the
shortest distance to the radar (5 km shown as green line) and increases with increasing distance, i.e. in general the percentage of higher PIA values increases with distance. Surprisingly there are less PIA values lower than 0.05 dB at 5 km than at 10 and 15 km. This could be due to the convective structure of the rain event. In these graphs, only areas with precipitation are included, which means that this statistic is dependent on the distribution of precipitation within the radar domain. A possible scenario would be a convective case with local development of more and stronger precipitation cells close to the radar and less and weaker or even no cells at larger distances. Because there are more cells near the radar, the percentage of high PIA values might be higher at larger distances with less precipitation cells, simply because rain free areas are not considered in the calculation of the statistic. A simple example for such a scenario would be a case with two areas of precipitation: A strong precipitation cell at around 5 km north and a weaker precipitation cell at around 10 km south of the radar location. The remaining area is rain free and not considered in the calculation of the statistic. A simple example for such a scenario would be a case with two areas of precipitation: A strong precipitation cell at around 5 km north and a weaker precipitation cell at around 10 km south of the radar location. The remaining area is rain free and not considered in the calculation of the statistic. In this scenario, there is an area of relatively high PIA values at 5 km distance compared to an area of lower PIA values at 10 km distance. Therefore, the percentage of low PIA values will be higher for 10 km than for 5 km and the yellow curve (10 km) would be shifted to the left towards lower PIA values compared to the green curve (5 km).

The C method performs attenuation correction in more than 80% of the cases, but with lower PIA values than the before mentioned methods (0 dB ≤ PIA < 0.05 dB in 60% of the cases). The cumulative probability of PIA for Cmax indicates a bias between X- and C-band radar of 0.05 dB and 0.5 dB, because, in contrast to the methods before, more than 60% of the PIA values fall within this range and unlike for the other methods, the Cmax method performs attenuation correction for all range bins and time steps (PIA > 0.005). This bias is most obvious at 5 km. Although the influence of attenuation increases with increasing distance to the radar, the percentage of larger PIA is higher at 5 km than at further distances. The influence of different calibrations of both radars seems to vanish with distance due to other disturbances along the radar beam (e.g., clutter or temporal and spatial mismatch between both systems). This is underlined by the ISO method which also shows a strong increase in probability for values between 0.1 dB and 0.5 dB. In contrast to Cmax, ISO does not perform any attenuation correction for 25% of the cases for distances of less than 20 km, when the X-band radar observations are equal to or higher than the C-band radar observations for reasons already discussed above. In contrast to all other methods, PIA values for 20 km distance are clearly larger than for 5, 10 and 15 km. This could be due to the fact, that in cases of negative dBZ values, measurements from the C-band radar are used while the other

![Fig. 7. Reflectivity scan for 19 June 2013 1915 UTC: (a) C-band radar observations, (b) uncorrected X-band radar observations, (c) HB method, (d) FV method, (e) C method, (f) Cmax method, (g) α method and (h) ISO method.](image-url)
methods cannot perform any correction.

A comparison with reflectivity observations from seven MRRs that are located within the X-band radar network (Fig. 1) is presented in Fig. 6. The MRRs are vertically pointing radars that allow for a comparison with the horizontally scanning X- and C-band radars in a common volume. However, there is a temporal and spatial mismatch between the systems, because the MRRs measure with higher frequency (10 s) than the radars (30 s for X-band, 5 min for C-band) and the horizontal extension of the radar bins is larger than the MRR bins, especially for the C-band radar. Therefore, correlation (root mean square error (RMSE)) between C-band radar and MRRs in Fig. 6a is much lower (higher) than for the X-band radar in Fig. 6b. Nevertheless, the bias is rather small for C-band radar (−0.89 dB) in comparison to the X-band radar which has a negative bias of −4.16 dB probably mainly caused by attenuation. Applying attenuation correction reduces this bias significantly for all six methods to values between −1.31 dB for \( C_{\text{max}} \) in Fig. 6f and −0.2 dB for ISO in Fig. 6h. Only the C algorithm seems to slightly overestimate attenuation resulting in a positive bias of 0.46 dB. This is surprising because the difference between measured and corrected reflectivity for the exemplary scan in Fig. 3 was small. However, the C algorithm seems to be affected by calibration errors of the C-band radar leading to the overall overestimation in comparison to MRR observations and requires the application of \( C_{\text{max}} \) that takes differences in calibration between X- and C-band radar into account. Overall, there seems to be more scattering in the data after applying the attenuation corrections. For the HB algorithm this is probably caused by the known problem of instability in case of large reflectivities. For the other methods it could be caused by the effect of using additional information from the C-band radar. Because of the coarser resolution in space and time, the accordance of MRRs and C-band radar is lower than for the X-band radar. Therefore, using the C-band radar data might introduce some uncertainty. Nevertheless, RMSE is slightly reduced for the methods based on the k-Z-relation (except for C) and noticeably reduced by 12% for ISO. The correlation decreases for all methods to

Fig. 8. Differences in reflectivity for 19 June 2013 1915 UTC between X-band radar observations and (a) C-band radar observations, (c) HB method, (d) FV method, (e) C method, (f) \( C_{\text{max}} \) method, (g) \( \alpha \) method and (h) ISO method (numbering in accordance with Fig. 7).
0.7 for C and 0.77 for ISO, but still remains clearly higher than for the C-band radar.

Overall, all six attenuation correction methods provide stable results in this convective case. Except for the C method that overestimates attenuation and enhances the RMSE, all algorithms result in an improvement in comparison with MRR observations. The original HB algorithm outperforms all other methods in the scan used for illustration shown in Fig. 2, but considering the whole event, HB, FV, C_max and a show similar results. Slightly better results are achieved with the ISO method.

### 4.2. Stratiform event: 19 June 2013 from 17 to 24 UTC

In the illustrating scan for the stratiform event (1915 UTC), the western and central part of the radar is covered with rain (Fig. 7). The C-band radar observations (Fig. 7a) indicate reflectivities of up to 60 dBZ. These high values encircled in orange cannot be reproduced by the X-band radar (Fig. 7b). Here only reflectivities of up to 50 dBZ are observed. The differences between C- and X-band radar in Fig. 8a reach values of 20 dB in this area. A clear influence of attenuation can also be seen in the very northern part of the radar covered area.

In this stratiform event, the HB algorithm in Fig. 7c gets unstable due to high attenuation. This is a well-known problem of this method. Therefore, restricted algorithms are obligatory for attenuation correction in cases like this. FV, C and α methods give very similar results, whereby the latter two are closer to the high reflectivity values indicated by the C-band radar. The reflectivity profile along the radar beam at 240° azimuth in Fig. 9 highlights this behaviour. Attenuation correction starts at around 7 km from the radar for HB (green line) and gets unstable within a kilometer distance. For α (dotted red line) and FV (dotted blue line) the correction also starts at around 7 km, but for FV (yellow line) it does not start before kilometer 9. From 14 km onward, all three methods derive very similar results. The differences between corrected and measured X-band reflectivity in Fig. 8d, e and g display values of PIA of up to 12 dB. Using the restriction with C-band radar measurements for C_max in Fig. 7f leads to less attenuation correction and, hence lower reflectivities and differences between X- and C-band radar observations in Figs. 7f and 8f, respectively. Although all methods account for attenuation, none of the algorithms based on the k-Z-relation is capable of reproducing the high reflectivity values observed by the C-band radar. This can only be achieved by the ISO method that directly uses the relation of X- and C-band radar measurements (Fig. 7h). The differences between corrected and measured X-band reflectivity in Fig. 8b reach a maximum of more than 20 dB. The profile for ISO (pink line in Fig. 9) indicates that this method results in more than 50% stronger attenuation than the other algorithms, especially in the area of highest reflectivities between 8 and 11 km distance to radar.

The cumulative probability of the PIA for the whole stratiform event is shown in Fig. 10. Again, HB, FV and α lead to very similar results, in Fig. 10a, b and e, respectively. These three methods do not or hardly correct for attenuation in more than 25% of the time (PIA ≤ 0.001 dB). In contrast to the convective event in the previous section in almost 15% of the cases attenuation correction is larger than 2 dB corresponding to the band of high reflectivities (> 50 dBZ) encircled in Fig. 2, whereas HB has the highest amount of PIA ≥ 2 dB. Note that for HB this also includes cases in which the HB algorithm gets unstable. The C algorithm performs attenuation correction in 80% of the time. C_max is consistent with the convective case and indicates again a bias of around 10% between X- and C-band radar with the strongest increase at PIA = 0.1 dB. ISO performs attenuation correction in 90% of the time with more values between 0.005 and 0.5 dB (35%) but less values larger than 1 dB compared to the other methods. For all methods, PIA values are smallest at a distance of 5 km from the radar and increase with distance to the radar.

The comparison with MRR measurements in Fig. 11 shows again the influence of attenuation in the X-band radar observations. The bias between C-band radar and MRRs is only −0.21 dB (Fig. 11a), while the X-band radar underestimates the MRR measurements by more than 5 dB (Fig. 11b). Nevertheless, the X-band radar observations correlate slightly better with the MRRs due to higher spatial and temporal resolution (correlation coefficient of 0.59 for C-band, 0.64 for X-band). The FV and the α algorithm (Fig. 11d and g) almost eliminate the bias (−0.1 dB), enhance the correlation coefficient to 0.72 and reduce the RMSE by a third to 4.95 dB and 4.93 dB, respectively. HB tends to overestimate attenuation with a positive bias of 0.31 dB. Due to instabilities of the algorithm this comparison contains around 50 data points less than the others. The C algorithm corrects by almost 3.6 dB and needs to be restricted with additional C-band radar data by using C_max instead. But even using this additional information from C-band radar data does not outperform the FV and α method. Applying the ISO algorithm leads to highest correlation of 0.76 between X-band and MRR data, but still underestimates the MRR measurements by almost 0.6 dB.

### 4.3. Longterm study

In the previous sections, two different precipitation events have been investigated. In order to evaluate the longterm performance of each attenuation correction algorithm, all rain events between 01 May and 30 September 2013 are examined in this section and results are again compared to MRR measurements.

First, the cumulative probability of the attenuation factor for the whole period is displayed in Fig. 12. As already seen for the two case studies (Figs. 5 and 10), the PIA does not exceed 10 dB for a maximum range of 20 km as already shown by Delrieu et al. (2000) for case studies of three rain events in a Mediterranean region in France. They found that the PIA does not exceed 10 dB for maximum ranges between 16 and 20 km in 99% of the rain events considered in their study. In general, the curves are less dominated by single events or precipitation cells resulting in a smoother shape than for the convective and stratiform case studies. The HB, FV and α methods in Fig. 12a, b and e provide similar results. (Note, that instabilities in the HB algorithm are not included in the cumulative probability). These three methods are also the most conservative, not correcting for attenuation in around 30% of the time when the rain rate is rather low. PIA with values of more than 0.1 dB only occur in less than 10% of the time. The C algorithm in Fig. 12c is less conservative. This algorithm results in PIA values larger than 0 dB in more than 95% of the cases. The bias between both radar systems is taken into account by the C_max algorithm.
resulting in a strong increase for PIA values between 0.1 and 0.5 dB. It seems that the correction for this method is dominated by the bias between both systems because PIA values are very similar for all four distances. ISO (Fig. 12f) also considers the bias between X- and C-band but in contrast to $C_{\text{max}}$ that only takes into account observations at range bin $r_{\text{max}}$, it uses C-band radar data for each individual radar bin along the beam.

The comparison with reflectivity observations from MRRs is shown
In comparison to the C-band radar in Fig. 13a, the X-band radar in Fig. 13b is clearly influenced by attenuation resulting in an overall underestimation of \(-2.65\) dB, especially for reflectivity higher than 25 dB. Despite this underestimation X-band radar and MRRs are very well correlated with a correlation factor of 0.9. All attenuation correction algorithms (except for \(C\) in Fig. 13e), reduce the RMSE from 3.87 dB for measured reflectivities in Fig. 13b by more than 20% to around 3 dB and maintain the high correlation. \(HB\), \(FV\) and \(\alpha\) slightly overcorrect the reflectivity data resulting in positive biases between X-band and MRRs between 0.18 dB and 0.2 dB. Note that instabilities of the \(HB\) algorithm are not included in this comparison. They would lead to a much stronger positive bias, larger RMSE and lower correlation factor. Only the \(C\) algorithm in Fig. 13e clearly overestimated the attenuation with an overall bias of 2.25 dB. This can be prevented by using the restriction of the \(C_{\text{max}}\) method. \(C_{\text{max}}\) provides the best results along with the \(ISO\) algorithm with a marginal bias of 0.04 dB and \(-0.03\) dB, respectively, for the whole five month period. This longterm study highlights (although not clearly obvious from the case study) the
Fig. 12. Cumulative probability of path integrated attenuation (PIA) for 01 May to 30 September 2013 for (a) HB, (b) FV, (c) C, (d) $C_{\text{max}}$, (e) $\alpha$ and (f) ISO method. Different colors and line styles denote different distances from the radar: green line for 5 km, dashed yellow line for 10 km method, red line for 15 km and blue line for 20 km. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
importance of using additional information from C-band radar not only at the outermost range bin as a restriction in attenuation correction for X-band radar observations.

5. Conclusions

In this paper, the performance of six attenuation correction methods for individual X-band radars is examined and compared. Single-polarized X-band radars are a promising cost-effective tool to complement nationwide radar networks in areas of low coverage, e.g. due to blockage by mountains, or regions of special interest, e.g. urban areas. They are easy to install due to their small antenna size and provide precipitation observations in high temporal (up to 30 s) and spatial (< 100 m) resolution. The downside is high influence of attenuation by liquid water compared to C- or S-band radars. Dual-polarization radars could improve the data quality but they are much more expensive than single-polarization systems. Therefore, a good and stable algorithm for attenuation correction is crucial.
The original attenuation correction algorithm (HB) proposed by Hitzfeld and Bordan (1954) is the first method investigated in this study. It is based on the statistical relation between reflectivity and attenuation and is known to perform well in case of low precipitation and, therefore, low attenuation, but to get unstable in case of heavy precipitation and high attenuation. Therefore, three different methods proposed by Iguchi and Meneghini (1994) are also investigated: The final value (FV) method, that includes a restriction either obtained from ground echo in case of airborne radars or by mountain returns in case of horizontally pointing radars. In this study the mountain return is substituted by using measurements from less attenuated measurements from overlapping C-band radars at the maximum range bin of the X-band radar. The second solution adjusts the α coefficient, the third solution the radar constant C. Additionally, the ratio between X- and C-band radar measurements at the X-band radar is included (\(C_{\text{max}}\) algorithm) to avoid inducing uncertainties due to differences in the calibration of the two systems. The last algorithm investigated is the isotonic regression method proposed by Lengfeld et al. (2016). It is independent of the statistical k-Z relation and directly makes use of the ratio between X- and C-band radar measurements.

First two case studies, a convective and a stratiform event, are investigated. In both cases observations from X-band radars are clearly affected by attenuation due to liquid water. They have a negative bias compared to micro rain radar (MRR) measurements of \(-4.16\) dB and \(-5.64\) dB in the convective and the stratiform case, respectively. Despite this attenuation-induced bias X-band radar observations are in better agreement with MRR measurements than the corresponding C-band radar observations in terms of correlation coefficients due to their higher spatial and temporal resolution. Application of all six attenuation correction methods to the X-band radar data leads to improvements.

In the convective case the bias compared to the MRRs is reduced by 80% for HB, FV and α. The C method overcorrects for attenuation resulting in a positive bias of 0.46 dB. Therefore, eliminating the uncertainties in calibration by using \(C_{\text{max}}\) is necessary. Best results are obtained by the isotonic regression method with a bias of only \(-0.2\) dB. Correlation is reduced by around 10% for all six methods to between 0.7 for C and 0.77 for ISO but is still distinctly higher than for C-band radar (\(r = 0.52\)).

For the stratiform event the HB algorithm gets unstable. Best results are obtained by applying FV and α. Both eliminate the negative bias caused by attenuation, reduce the RMSE by 35% and enhance the correlation to 0.72. The ISO method enhances the correlation even further to 0.76 but still results in a negative bias of \(-0.59\) dB. As for the convective event, the C method again overcorrects for attenuation and needs to be restricted by applying \(C_{\text{max}}\).

The same behaviour can be seen in a longterm study including all precipitation events from 01 May to 30 September 2013. The C method clearly overcorrects the attenuation effect resulting in a positive bias of 2.29 dB compared to MRR measurements. A slightly positive bias is obtained by FV, α and HB. Applying the ISO and \(C_{\text{max}}\) algorithms leads to the best results in terms of bias with \(-0.03\) dB and 0.04 dB, respectively. That shows that using information from a less attenuated radar not only at the outer ranges of the attenuated X-band radar, but also close to the radar, has a beneficial effect on the attenuation correction.

It has been shown that applying attenuation correction to high-resolution X-band radar observations restricted by C-band radar measurements lead to stable and qualitative reflectivity data that could be a beneficial addition to nationwide radar networks. For future studies the benefit of combining different methods should be examined. Due to the use of C-band radar data with temporal resolution of 5 min these algorithms are only applicable for post processing. In order to utilize them in real-time application, the algorithms need to be combined with a nowcasting scheme for the C-band radar data. Furthermore, the influence of differences in beam height between both systems should be taken into account when applying the correction methods to wintertime data, where the bright band might influence reflectivity measurements.
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